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The paper presents work aimed at building practical applications of virtual reality (VR) in manufacturing 
environments. It contains studies of the optical properties of cameras and lenses aimed at the selection 
of an optimal set (camera, adapter, lens) for the realization of recordings and video transmissions in 
stereoscopic format for VR. In response to the increasing trend in the number of applications of VR 
systems in the industry, works have been initiated with the purpose of building a system levelling image 
noise identified thus far as an obstacle to the effective utilization of VR in production systems. It was 
considered that picture error correction can significantly increase an already big data stream from the 
recordings. Based on it, a set of parameter values was defined which determined the selection of study 
equipment. Three research areas were set: the verification of the optical correctness, the study of image 
defects and their correction and the determination of the maximum optical resolution and the achievable 
image parameters in various lighting and environmental conditions. An example was presented for the 
application of a projected system for the monitoring of undesirable events/movement at work stands and 
key areas of production halls as well as training in the high risk production zones. 

Keywords: Production monitoring, Optical properties measurement, Training Virtual Reality system in manufac-
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 Introduction – relevance, areas of use, 
challenges 

Virtual reality (VR) systems provide a new me-
dium, which may have a significant impact on our so-
ciety. It translates substantially into emerging trends in 
video systems, which start to be closely intertwined 
with the technologies of Virtual Reality and Aug-
mented Reality (AR). This high tech is indicated in re-
cent years as an increasingly important element of the 
Industry 4.0 development [1] especially in domain of 
training with 70% higher effectiveness in comparison 
to the traditional teaching methods. What is more, 
professionals gain skills using VR/AR systems, with-
out being at risk of any immediate dangers[2]. VR/AR 
also supports other areas specified as crucial for In-
dustry 4.0 such as building autonomus, robust and in-
tegrated production systems [3]. The main fields of 
modern manufacturing systems and engineering sup-
ported by VR/AR solutions are: 

• Maitanance/Repair/Disassembly [4][5][6]; 

• Assembly [7][8][9]; 

• Design and Evaluation [10][11]; 

• Warehouse management [12][13]; 

• Quality control [14][15][16]; 

• Plant layout [17][18]; 

• CNC Simulation [19][20]. 

Each main pillar indicated [1][7] might be divided 
into sevral sub domains such as the quality control 
comprises tracking, monitoring and visualising the 
course of production process in real time [22] which 
might be also useful for production organising, con-
trol and management. Another intensly elaborated 
field is detailed parts quality inspection. The latter is 
especially important with wide range of applications 
from the quality of material surface evaluation to aid-
ing process of sorting materials with VR system. The 
environmentally friendly solutions embedded in the 
production systems upgrade them towards Industry 
5.0. The diversity of materials is mentioned as one of 
the biggest obstacles in recircular economy growth. 
The problem of material sorting technology is further 
described in [23] while the material surface quality 
challenges are raised in [24]. 

  The experiences of VR/AR systems users differ 
considerably from the currently known reactions to 
television picture appearing on a screen [25]. The 
emergent solutions require efficient implementation 
of multi-camera setups to generate a high-quality im-
age, an immersive 3D reality for the end user. The 
market sees the emergence of solutions supporting 
such applications as the monitoring of production 
processes, maintenance, the facilitation of quality 
monitoring systems, or the supervision over the secu-
rity of facilities as well as training [26][27][28][29][30]. 
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Under these circumstances, the development of solu-
tions enabling the proper recording of stereoscopic 
images for virtual reality has become desirable element 
providing progress of their deployment in modern 
production systems and engineering. This area encom-
passes both the appropriate construction of the cam-
era, algorithms for combining data streams from mul-
tiple cameras as well as the right formatting of display-
ing and display, which is optimized for capturing real 
scenes and events to ensure adequate user comfort 
and data quality enabling the use of algorithms i.a. for 
the recognition of movement or correct structure of 
item or material surface.  

In order to select appropriate solutions, criteria 
have been developed that enable the assessment of the 
comfort of the user receiving the VR picture[31]. In 
particular, one should seek to meet the criteria defined 
as follows: 

• Immersion – the viewer should feel 
immersed, i.e. present in the captured scene, 
the real world simulated by the VR 
technology ought to give a very strong sense 
of realness and genuineness, the users should 
be able to immerse themselves in the virtual 
world wearing 3D glasses and other tools for 
the effect of no distinction between reality 
and simulation as well as experience ongoing 
events [32], in a three-dimensional virtual 
environment built in the VR technology 
everything is supposed to look like real 
existence, what can be seen, heard, touched, 
smelled, and even tasted should be reflected 
in a real way, just like feelings in the real 
world; 

• Real-time interactivity – interactivity concerns 
the fact that the user is located in a virtual 
environment, and the objects they touch and 
grasp are tactile, one can feel their weight, 
they can move along with the movement of 
human hands, which translates into high 
functionality of the whole environment; 

• Stereopsis – in dynamic three-dimensional 
space, the user should feel any virtual spatial 
information according to their own 
perception and appraisal, they should have 
the possibility to use their own subjective 
perception enabling the acquisition of 
knowledge and information they need to cope 
and solve problems in space; 

• Editing and streaming – the content should 
be represented in a form that can be edited 
with the existing tools, reliably streamed in 
today’s networks and rendered in real-time in 
available setups. 

To meet the defined criteria, a 3D image recorded 
based on a fisheye lens is used [33]. These solutions 
have been used in modern imaging products and have 
many industrial applications i.a. autonomous driving 
[34] or video surveillance [35]. The popularity of 
fisheye lenses stems from their large fields of view 
(FOV) up to 180˚ and more, which allows them to 
capture exceptionally large surrounding areas. They 
have considerable significance in creating static images 
in a VR environment as well as recording or emitting 
live images. This is a response to the emergent trend 
towards creating high-quality VR content with the use 
of VR 3D panoramic cameras. These cameras offer 
considerable benefits in terms of realism and immer-
sion and are becoming more and more accessible 
thanks to numerous commercial possibilities. Also 
worth noting is live 360˚ video streaming, which will 
have enormous application in sport, theatre, telemed-
icine or video surveillance in industry based on VR 
sets. For VR to become well established in sport, the-
atre, telemedicine and telecommunication in general, 
live streaming is of key importance. At present, how-
ever, there is a significant difference in quality between 
live transmission and recorded VR content. 

3D recordings are created with the use of multi-
camera platforms, which require complicated and ex-
pensive optical sets necessary for the estimation of 
depth, the effective combination of multiple images 
and their rendering. Such sets may turn out to be too 
expensive in the case of a wide application in live 
transmission. As estimated in research, the capturing 
of content by the Google Jump VR camera requires 
75-second processing per frame in the case of VR con-
tent [31]. Live transmission is therefore limited mainly 
to non-stereo 2D panoramic content. Recently, sev-
eral 3D streaming cameras have appeared, but they re-
quire careful calibration, which may change in time, 
while their algorithms for real-time image combining 
may generate incorrect readings in the case of zoom-
ing in, reflecting, and transparent objects. Fig. 1 pre-
sents the process of data processing with the use of a 
camera set for VR image recording in the omni-direc-
tional stereo (ODS) format. 

Camera sets for VR record high-resolution videos 
with multiple cameras, which requires considerable 
computing power and intensive processing. It includes 
the analysis of movement and particular views, which 
ultimately leads to the rejection of a significant amount 
of unprocessed data and their transformation into the 
omni-directional stereo (ODS) format. 
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There are several methods for recording VR video. 
An approach based on Light field rendering [36], 
which has been demonstrated with the use of two-di-
mensional camera matrices [37], showed that even if 
matrices such as these have been adapted for spherical 
capture, the amount of data that would have to be sent 
during live recording for the purpose of client-side 
rendering is huge. 

 

Fig. 1 Model of data processing for systems based on camera 
sets  

An example of an effective image combination via 
sequence capture and smoothing is the ODS pano-
rama. A challenge for ODS panoramas for live VR re-
cording is the fact that stereoscopic depth cues ought 
to be operated in all possible viewing directions, which 
is not possible in the case of conventional panoramas. 
Capturing the light field offers guidelines concerning 
both the depth and the movement with 6 degrees of 
freedom, and recent works employing spherical lenses 
have demonstrated the light field capture with a wide 
field of view by a single lens [38]. However, the effec-
tive range of motion analysis offered by such a com-
pact device is highly limited, which in effect requires 
multiple cameras to service any salient movement of a 
virtual camera. 

A lot of effort has been put into the development 
of ODS capture systems for dynamic scenes due to 
the enhanced sense of immersion in the VR environ-
ment that can be achieved thanks to them. The system 
described by [39] is capable of obtaining video speed 
through high-speed rotating and capturing directly to 
the ODS format. However, the image quality of this 
system turned out to be low. It was only the complex 
system of mirrors and/or lenses implemented by [40] 
that enabled significant improvement in image quality. 

Over the last several years, synchronized multi-
camera systems have been advertised and offered by 
many companies in the consumer electronics industry. 
Systems comprising two spherical panoramic cameras 
[41] have been put forward, employing consumer elec-
tronics such as Ricoh Theta S or Samsung Gear 360 

that is easily accessible but does not generate real 
omni-directional stereo images. Most ODS capture 
systems place cameras directly on the platform (16 in 
the case of Google Jump [31]) and use view interpola-
tion to enable intermediate views between adjacent 
cameras. The greatest challenge for these systems is an 
enormous amount of captured data and impractical 
processing requirements. For example, Facebook’s 
Surround 360 employs 17 high-resolution visual cam-
eras recording with a speed of 30 frames per second. 
This system generates 17 Gb/s of unprocessed data, 
which are streamed via fibre optic connection to a 
large hard drive array with the purpose of storing and 
online processing. The most expensive processing 
stage is the low optical level between each pair of ad-
jacent cameras and on many temporarily adjacent 
frames that enables smooth view interpolation. The 
authors [31] indicated that the necessary computing 
time equals 75 seconds for each VR video frame on a 
single computer with the use of their highly optimized 
algorithm or 75 computing days for a 1-hour video. 
Even with the use of clusters and hardware accelera-
tion, live streaming is unattainable for these systems. 

Among recent developments are also VR video 
cameras for live streaming, including Intel’s True VR 
offering semicircular 3D video and Z-cam V1 Pro ser-
vicing 3D watching in 360 degrees with the use of 
NVIDIA’s API5 real-time interface. These systems 
offer live streaming using accurate camera calibration 
as well as stereo-image stitching accelerated by GPU 
[42]. However, the efficiency of such systems may suf-
fer with the presence of near, reflective and transpar-
ent objects, and the calibration may change in time and 
negatively affect the efficiency. 

To overcome these limitations, Vortex architecture 
has been developed, which uses a mechanically mov-
ing construction that lacks sensitivity to manufactur-
ing tolerance connected with exotic optical systems, 
requires neither computationally expensive interpola-
tion nor stitching, is resistant to difficult scenarios and 
does not require significant calibration [43]. 

Stereo surround sound allows the user to look 
around but not move. It is consistent with a great part 
of existing VR glasses [44], which track the rotation of 
the head but do not track the translation. Correct han-
dling of stereo sound is possible on the condition that 
the user does not turn her head (which most users do 
not do). Because what is emitted is a pair of panoramic 
films (one for the left eye and one for the right eye), 
the transmission requires only twice as much data as a 
monoscopic video, and many typical editing opera-
tions are easy (colour correction, dissolve etc.). There 
are also tools for creating more complex editions in-
volving stereo [45]. For these reasons, the ODS for-
mat is used as a practical solution for providing VR 
video and the recording is performed based on cam-
eras with fisheye lenses. 
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Literature also indicates challenges concerning the 
right presentation of VR images when watching with 
the use of VR glasses. These problems most often 
arise when the user performs different kinds of tasks 
while using VR glasses. The movement in distorted 
3D virtual space may cause visually induced motion 
sickness [46]. Geometric distortions in stereoscopic 
3D imaging may result from a mismatch between the 
parameters of capture, display, and watching of the 
image. Three pairs of potential mismatches are con-
sidered: 1) camera separation compared to eyes sepa-
ration, 2) camera field of view (FOV) compared to 
screen field of view, and 3) cameras’ convergence dis-
tance (i.e. the distance from the cameras to the point 
where the convergence axes intersect) compared to 
the distance between the screen and the viewer. What 
is also taken into account is the impact of the position 
of the user’s head (i.e. the lateral displacement of the 
head from the middle of the screen). In response to 
the challenges related to the inadequacy of the video 
systems for VR designed so far, a study of five chosen 
hardware sets dedicated to the recording of video im-
ages for virtual reality has been conducted. Before de-
vising a motion capture and processing system for vir-
tual reality enabling a multi-channel transmission, a set 
of requirements was identified which must be met in 
order to ultimately obtain the possibility of real-time 
transmission and image correction [47]. Three re-
search areas were set: the verification of the optical 
correctness, the study of image defects and their cor-
rection (deviations from the F-theta model, field of 
view angle of the lens, resolving power (MTF50) and 
lateral chromatic aberration), the determination of the 
maximum optical resolution and the achievable image 
parameters in various lighting and environmental con-
ditions. 

The literature review shows great potential of vir-
tual reality solutions especially in the production plant 
monitoring on different levels and the training [26]. 
Both indicated areas respond to the common trend of 
decreasing number of stuff necessary for the process 
execution which results both from thriving to produc-
tion plant autonomy and the lack of qualified workers 
available. Both of the challenges might be answered by 
the solution designed in this article. There are numer-
ous studies showing that involving VR into the train-
ing process gives better results than conventional 
methods due to the immersion effect which enables 
operatrs to get awareness of challenges, dangers and 
general requirements occurring during the work pro-
cess [48]. At the same time the studies showing bene-
fits of VR training systems underline the importance 
of the wider view available and the quality of pictures 
available in realtime as a crucial factor in successful 
training processes and production plant monitoring 
both on macro level of the working station inspection 

as well as on the micro scale of assembly process com-
missioning. [49][50][51][52][53][54]. Beside the tech-
nical challenges tackled in this paper literature [55] 
names following obstacles: unavailability of experts, 
lack of sufficient cyber security solutions, financial 
barriers, insufficient awareness of VA/AR among 
stuff and lack of information and standardized pro-
cesses of the VR systems implementation. 

 Studies of the optical properties of 
cameras and lenses towards effective VR 
system in manufacturing 

In order to reflect the criteria described in the in-
troduction, five parameters and their threshold values 
have been identified as key to the development of an 
effective multi-camera system generating stereoscopic 
video in semi-spherical format (180˚) in real-time. 
They must be strictly met in order to effectively record 
and transmit a video stream in stereoscopic format. 
Systems used for displaying images in a selected for-
mat are commonly known as Virtual Reality (VR) sys-
tems. However, this term has a slightly broader sense 
since, apart from an image recording and projection 
set, it also includes equipment used for watching, es-
pecially VR glasses for the viewer. The article concen-
trates mainly on the elements used for recording, cap-
turing, and transmission of a video stream. The study 
concerns sets consisting of three elements: camera, 
adapter, and lens. Their validation has been carried out 
based on a set of five key parameter values indicated 
below: 

• minimum tonal range for the sensor in the 
camera set: 60db/10f– stops 

• minimum resolution of the recorded image: 
1000×1000 px 

• minimum number of frames: 30 per second 

• minimum bitrate for sending a stereoscopic 
image: 8000 kbps 

• acceptable distortion of sets (camera, adapter, 
lens) when recording a stereoscopic semi-
spherical image: +/- 20% from F – θ. 

The study encompassed three areas: 
• 1. The verification of the optical correctness 

of sets (camera, adapter, lens) when recording 
a stereoscopic 180˚ image. 

• 2. The examination of occurring image de-
fects and their correction (based on the meth-
odology described in points 2.1.-2.4.  
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The measurement of the deviation from the 
F-theta model as well as the examination of 
the field of view angle of the lens were con-
ducted. Moreover, the resolving power 
(MTF50) and the lateral chromatic aberration 
were verified. 

• 3. The determination of the maximum optical 
resolution and the achievable image parame-
ters in various lighting and environmental 
conditions. The examination of the dynamic 
range was conducted. 

Five sets (camera, adapter, lens) were prepared to 
conduct the study: 

• 1) Sony A7 III (ILCE-7M3) + Metabones 
MB-EF-E-BT5 adapter without optics + 
Canon EF 8-15mm f/4L Fisheye USM; 

• 2) Panasonic Lumix DC-GH5S + Metabones 
Canon EF to Micro Four Thirds T Speed 
Booster XL 0.64z adapter with additional 
optics + Canon EF 8-15mm f/4L Fisheye 
USM; 

• 3) Panasonic Lumix DC-GH5S + Fujinon 
FE185C086HA-1 with a passive adapter; 

• 4) Pixelink PL-D755CU-BL-08051 + Sunex 
DSL-315B with a passive adapter; 

• 5) Pixelink PL-D775CU-BL-08051 + 
Fujinon FE185C086HA-1. 

Subsequent sections include descriptions of the as-
sumptions made in conducting measurements and 
studies. 

 Deviation from the F-theta model. 
Examination of the field of view angle of the 
lens 

An image recorded by means of cameras is often 
of insufficient quality to be directly transmitted and 
presented to the viewer. This is especially true when 
using cameras with wide field of view angles dedicated 
to obtaining stereoscopic (3D) images. In this case, a 
common problem is the so-called ‘fisheye’ effect – a 
distortion involving the constriction of visible ele-
ments along the edges of the lens. This effect is pre-
sented in Fig. 2.  

F-theta lenses generate an image in an equidistant 
projection whereas it should be ultimately emitted in 
the more accessible rectilinear projection form (Fig. 
3), when projected directly on a screen, or in the so-
called equirectangular projection (Fig 4), popular for 
spherical and semi-spherical images (VR). 

 

 
Fig. 2 Radial distortion effect in wide-angle cameras 

 
Fig. 3 Grid of image reprojection to the rectilinear form, 

source: [56] 

 
Fig. 4 Grid of the equirectangular projection, source: [57] 

The reprojection of an image is understood here as 
the process of a change from one method of image 
display from a source to another. In this case, from 
equidistant into equirectangular and rectilinear. This 
operation should be performed before the transmis-
sion/projection of the image to the recipient. Owing 
to the high degree of complexity and the requirement 
for familiarity with the parameters of optics used in 
the recording, this cannot be assigned to the recipient 
of the image stream. In this connection, reprojection 
is a key element leading to the generation of a high-
quality 3D image with an immersion effect for the 
viewer. There is no one universal method able to ad-
dress the problem of distortion depicted in Fig. 2. [47] 
presents the overview and comparative analysis of the 
methods in terms of precision and computational ef-
ficiency connected with the necessity of reducing an 
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already considerable data stream. The described study 
uses a model, in which the transformation is imple-
mented in three stages. Stage 1 consists in the calcula-
tion of the target projection. The result is the assign-
ment of an entry vector V to each image pixel. Stage 2 
encompasses the operation of rotating vector V and 
the reception of the resultant vector Vr. The last stage 
3 constitutes the computation of the input projection 
where vector Vr is transformed into a pair of points 
lx, ly determining the point of the source image that is 
to be found in a given target pixel of the input image. 
For an image of the size of Pw×Ph, for each input 
pixel with coordinates Px, Py, a three-dimensional unit 
vector V is determined, specifying the direction from 
which an image is to be displayed at this point. It is 
also at this stage that the type of the target projection 
(equirectangular or rectilinear) is chosen. 

Stage 1 for the equirectangular projection config-
ured by the horizontal image area expressed as angle 
values in radians: l ∈ [−π, 0] , r ∈ [0, π] and vertical � ∈�− �� , 0	 , 
 ∈ [0, ��]. For an image of 180° vertically 

and 180° vertically, we receive values  � = − ��, � = ��, � = − ��, 
 = ��. 
In this case, the projection is first obtained through 

the calculation of the horizontal angle ϕ and the ver-
tical angle θ. Where: φ = l + P� �������  , θ = t + P� �� �!��          (1) 

Next, through the calculation of the unit vector V 
from them: 

V="sinφ cosθsinθcosφ cosθ"                        (2) 

Whereas for the rectilinear projection configured 
by the viewing angle fr ∈ 0, π 2, vector V is obtained 
through the calculation of vector V ′ representing the 

distance from the point on the projection plane where:  

V’= ((
P� − ���P� − �!�)�× +,-.

((                                (3) 

Stage 2 The normalization of vector V: V = 01|0|                                    (4) 

Given the values of vector V, it is possible to mod-
ify the camera’s viewing direction by means of a sim-
ple rotation matrix R with the size 4x4. 3� = 4 × 5                             (5) 

Stage 3 consists in the mapping of the equidistant 
(f-theta) projection of the input image. Each unit vec-
tor was assigned a point with coordinates Ix, Iy in the 
input image. Therefore the input image has a size of 
Iw×Ih. The configuration of the projection includes 
the viewing angle Fd ∈ [0, 2π], the displacement of the 
centre of the image ∆x and ∆y, aspect ratio a, and a 
chosen method of optics correction relative to the 
ideal f-theta lens (e.g. ABCD polynomial). 

Parameter D introduced in the formulas indicates 
the direction of the lens. For calculation simplicity, it 
is permanently directed forward, hence its value can 
be expressed as follows [0,0,1]. If necessary, a result 
identical to the vector change D can be obtained by 
properly constructing matrix R from stage 2. 

The distance from the centre of the lens r ′ is 
calculated using the formula: �1 = 6. 3�                              (6) 

The obtained distance r is then corrected by means 
of a polynomial or the data from the table. For the 
polynomial method with coordinates A, B, C, D, this 
is: � = 8 · �13 + ; · �12 + = · �1 + 6                                                       (7) 

Apart from the distance, a two-dimensional direc-
tion vector d is determined, which is a normalized 
two-dimensional projection of vector Vr created 

through the deletion of the third coordinate and the 
normalization of the result by means of the formula: 

>1 = ?3@�3@�A  > = B1|BC|                                                                  (8) 

Given the corrected distance r, the normalized di-
rection d (divided into components d1 and d2), the 

lens angle Fd and the image size Iw, Ih, input coordi-
nates Ix, Iy are calculated: DE = BF×@×GH×IJ×KL + GM� + ∆O ;  DQ = B.×@×GHJ×KL + GH� + ∆R                                           (9) 

The deviation from the F-theta model was meas-
ured by means of the Genesis Base MH-10 panoramic 
head attached to a stable tripod and enabling two-axis 
rotation. The head’s tilting angle was set to 0° before 
adjoining the camera set in order to later obtain the 

parallelism between the optical axis of the lens and the 
ground. The head enables the rotation of the pan angle 
in the range of 360° with graduation of 2.5°. In order 
to eliminate the influence of the parallax on the  
measurement, the camera set  
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was collimated in such a way that the middle of the 
entrance pupil of the lens (point without parallax) co-
incided with the rotation axis of the head’s panning. 
The camera set was directed towards a specially drawn 
point being a constant reference. Each measurement 
series was performed after the prior setting of the pan 
angle at 0° scale mark while ensuring that the reference 
point was in the centre of the frame of the recorded 
image. Each measurement was preceded by a tripod 
stability control. In each of the examined camera sets, 
the built-in corrections of the lens geometry, vignet-
ting, and chromatic aberration were disabled (if they 
were available). 

Measurement data have the form of photographs 
taken for various pan angles. In the initial range, where 
the distance of the recorded point from the optical 
axis is minor, the measurement resolution of 5° was 
adopted, while with the point located closer to the 
edge of the field of view (where one can expect the 
greatest deviations from the F-theta), the measure-
ments were performed using the highest available 
head resolution of 2.5°. 

Data analysis, after their collection, was performed 
on a computer through the comparison of images 
taken at different angular distances. With a given po-
sition of a point in the image for the 0° as well as its 
position after a rotation by a given angle, the distance 
in pixels of the point relative to the first measurement 
was calculated for each shift. The value of the differ-
ence between the measured distances relative to the 
rotation angle demonstrates the degree of the depar-
ture from linearity of a lens transformation. Aggre-
gated measurement results are presented in Fig. 8-15 
and in Tab. 5. In tables with partial results, part of the 
data in pixels are fractional values. This is due to the 
use of software that enables measurement with sub-
pixel precision. In the case of a standard F-theta lens, 
a given angular shift would change the distance by the 
same number of pixels, regardless of whether the 
measured point is located in the centre or periphery of 
the frame. In real optical systems, this relationship de-
viates from a linear one, causing the radial distortion 
effect, which is expressed by means of a percentage 
deviation from F-theta. It was assumed that the field 
of view reference point is the maximum angle, for 
which the reference point was visible in the frame. The 
following possible sources of the main measurement 
errors that may affect the study were defined: the in-
accuracy of reading and pan angle shift, the uncer-
tainty of the setting of the camera set (parallax error). 

 Resolving power (MTF50) 

Resolving power is described by means of the 
modulation transfer function (MTF). It specifies the 
response of the optical system depending on the spa-
tial frequency. In practice, MTF is determined by com-
paring the level of contrast for low (where the signal 
is strong) and high frequencies (these refer to edges in 

an image). The spatial frequency is expressed in lines 
(or line pairs) per unit length, which can be a millime-
tre or a number of pixels. The value of the function 
corresponds to the number of details discernible by 
the optical system. In tests of camera sets, the unit 
used was Cy/mm (equivalent to lp/mm – lines per 
millimetre), meaning the number of line pairs that are 
distinguishable with adequate quality on a matrix mil-
limetre. A derived unit also included in measurement 
results is LW/PH (line widths per picture height), 
which specifies the maximum number of lines possi-
ble to be reproduced on the vertical axis of an image, 
that is the height of the matrix. The commonly used 
measure of the perceived image sharpness is fre-
quency, for which the contrast relative to the value 
drops by half for low frequencies. It is labelled as 
MTF50. 

The low-frequency contrast is defined as: =S0T = UM�UVUMWUV                            (10) 

Contrast for the measured frequency f: =SXT = UYZ[�UY\]UYZ[WUY\]                      (11) 

The MTF50 function is represented by the 
formula: ^5X50S`T = 50% × bScTbSdT                 (12) 

Where: Vw – luminance of pixel value in the centre 
of the white line, Vb – luminance of pixel value in the 
centre of the black line, Vmax – the value of the 
brightest pixel for a given frequency, Vmin – the value 
of the darkest pixel for a given frequency. 

The modulation transfer function specifies the ag-
gregate resolving power of the components of a cam-
era set – lens, optional adapter, and matrix. In theory, 
this enables the comparison of different sets. If single 
elements are compared, e.g. two different lenses, the 
remaining set components (e.g. the camera) did not 
differ. The lenses and cameras examined in this paper 
represent products designed for a variety of applica-
tions. Examples include the Canon 8- 15 camera lens 
drawing a full image circle on a Full Frame matrix of 
the area of ≈ 850 mm2 or the Sunex DSL-315 lens 
dedicated to closed-circuit television and designed for 
85 mm2, hence approximately 10 times smaller, matri-
ces. Due to this diversity and the application of addi-
tional optical elements (Metabones x 0.64), the analy-
sis of the total optical possibilities of sets and their im-
pact on video quality required taking into account the 
following set of factors: 

• the physical size of the matrix, its resolution, 
and the physical size of the pixel, 

• the optional use of an adapter with an 
additional optical element, 
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• the size of the image circle drawn and the 
actual use of the matrix area, the impact on  
the actual parameter LW/PH, 

• the impact of the aperture size that differs 
between particular lenses.

Tab. 1 An exemplary data set representing the time to failure (ti) of a given operational element 
Camera Physical size of sensor 

[mm] 
Sensor area [mm2] Pixel size [µm] Max. resolution [px] 

Sony A7III 35.6×23.8 847.28 5.91 6000×4000 
Panasonic 
GH5S 

17.3×13 224.9 4.68 4096×2160 

Pixelink PLD755CU-
BL 

8.8×6.6 58.08 3.45 2448×2048 

Apart from the lens, a limiting factor to the resolv-
ing power of a video recording system can be the ma-
trix. Its capability is specified by the Nyquist limit, i.e. 
the greatest theoretical frequency able to be repro-
duced by the sensor, equal to half its sampling rate. In 

practice, owing to non-zero distances between pixels 
and the possibility of beat frequencies, the Kell factor, 
set at 0.9 for CCD matrices, is used. 

eRfghi� �hjh� =  ��  O kl�� `mn�o� O imjp�hqr �m�l                                      (13) 

Theoretical Limits for each camera are presented in Tab. 2. 

Tab. 2 Nyquist limits for particular cameras 
 Nyquist limit [lp / mm] Nyquist limit [LW/PH] 

Sony A7III 76 3618 
Panasonic GH5s 95.7 2488 
Pixelink 125.18 1652 

The procedure of measurement data acquisition 
was based on the taking of photographs of a test pat-
tern in accordance with the ISO 12233:2000 standard, 
in A2 format (Fig. 5). The pattern was illuminated in a 
constant way with the use of continuous light photog-
raphy lamps. The camera set was placed on a stable 
tripod, in such a way that the optical axis was perpen-
dicular to the pattern while intersecting with its central 
point. In order to avoid vibration, each camera was 
triggered remotely. If the lens facilitated the change of 
aperture and/or focal length, measurement was per-
formed for each possible setting. 

 

Fig. 5 ISO 12233:2000 calibration board 

In studies of optical resolution, it is optimal to use 
RAW or BAYER RAW raw files (before the demosa-
icing process). Before the measurement procedure, 
they were converted to a  48-bit .tiff file. For the A7III 
camera, the dcraw program was used as recommended 
by the manufacturer of the Imates program. In the 
case of the GH5S (the dcraw program did not read the 
file properly), the darktable and Adobe Camera Raw 
programs were used (white balance set by default). 
Such settings as sharpening, chromatic aberration cor-
rection, distortion correction, and colour modification 
were disabled. For the Pixelink camera, .tiff files ob-
tained by means of the manufacturer’s software or a 
raw matrix screenshot (.bin format) were used. .jpg 
format files are additionally sharpened with an internal 
camera processor, which eliminates their usefulness 
for testing. 

The analysis of the data obtained in this part of the 
study was conducted using the SFR (Spatial Frequency 
Response) algorithm implemented in the Imatest pro-
gram. The presented results constitute an average of 
the MTF50 function in vertical and horizontal axes. 
Their calculation drew on inclined edges located near 
the centre of the test pattern’s frame. The applied 
method enables the measurement of the values ex-
ceeding the Nyquist limit of the matrix thanks to 4x 
oversampling. 
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 Lateral chromatic aberration 

Chromatic aberration is one of the defects of opti-
cal systems necessary to be corrected for the fulfil-
ment of the criteria of good-quality transmission and 
the immersion effect indispensable for VR systems. It 
involves the shift of the focusing of different light 
wavelengths (colours) relative to each other, which 
may cause the visibility of a rainbow rim at the edges. 
This phenomenon is enhanced near the boundaries of 
the field of view and is caused by dispersion, i.e. the 
dependence of the refractive index of a medium on 
the light wavelength. The minimization of the impact 
of the lateral aberration is one of the fundamental is-
sues when designing an optical system. There are var-
ious methods of resolving this problem, which trans-
lates into different results obtained for the patterns of 
particular apertures and focal lengths. The visibility of 
chromatic aberration is proportional to the area be-
tween the edge with the highest amplitude (in this case 
the red curve) and the one with the lowest amplitude 
(the blue curve).  

During the analysis of images coming from digital 
matrices, the natural measure of area expressing the 
chromatic aberration is the number of pixels. Such an 
approach assumes that the results are dependent on 
the resolution of the used camera and the place in the 
frame where the measurement was taken. Taking into 
account the fact that in most lenses the chromatic ab-
erration is proportional to the distance from the lens 
centre, the measures were written in the form of the 
percentage value of the distance separating the middle 
of the image from the examined edge. For example, in 
the image (Fig. 6), the aberration CA(area) equalled 
0.604 pixel value, which corresponds to 0.159% of the 
distance from the image centre to the measured edge. 
Such an approach enables the comparison of results 

for many cameras of different matrices as well as min-
imizes the impact of the different length of the exam-
ined edge from the frame centre. The chromatic aber-
ration was measured using the same measurement 
photographs that were used for the resolving power 
tests. The slanted edge located at the edge of the ISO 
12233:2000 calibration board was investigated. The 
measurements concerned camera sets characterized by 
different diameters of the view circle on the matrix, 
which is why, during positioning, efforts were made to 
ensure that the examined edge was at a similar distance 
from the frame centre for each circle. The manufac-
turer of the Imatest3 software shared data enabling a 
descriptive evaluation of the obtained aberration lev-
els. They are included in Tab. 3. 

 

Fig. 6 The process of the chromatic aberration at the edge; 
Graph generated in the Imatest program

Tab. 3 Perceived level of chromatic aberration 
Chromatic aberration as percentage distance 

from the middle of the frame 
Descriptive level 

0-0.04 Negligible 
0.04-0.08 Low. Difficult to notice if not looked for 
0.08-0.15 Moderate. Visible only on big enlargements 
over 0.15 Considerable. Very visible on big enlargements 

Chromatic aberration is a defect that arises only 
due to the imperfection of the optical system; how-
ever, it is the matrix and camera electronics that are 
responsible for its subsequent recording and pro-
cessing. It generates the possibility of obtaining differ-
ent results for the same lens working with different 
cameras, which is primarily dependent on the size and 
spatial distribution of pixels, and also the camera’s 
processor (debayer algorithm). RAW photographs 
coming directly from the camera matrix were used for 
the chromatic aberration tests in order to bypass any 

image modifications made by the processor. The pa-
rameter’s value is also influenced by the demosaicing 
process. 

 Tonal range 

The tonal (dynamic) range is defined as the differ-
ence between the brightest and the darkest area of the 
captured frame, for which there is no detail (infor-
mation) loss, meaning that the image is neither over-
exposed nor underexposed. The greatest the tonal 
range, the more contrasting shots can be recorded.  



August 2023, Vol. 23, No. 4 MANUFACTURING TECHNOLOGY 
ISSN 1213–2489

e-ISSN 2787–9402

 

408 indexed on http://www.webofscience.com and http://www.scopus.com  

This relationship makes it one of the key parameters 
of a camera matrix. It is most often expressed by 
means of EV (Exposure Value) aperture units, where 
a one-unit increase means a two-fold increase in the 
intensity of the light incident on the matrix. A com-
mon unit is also decibel dB. The tonal range in chosen 
sets was measured by means of the Danes–Picta nor-
malized reproductive processes quality control stand-
ard Q14. The imprinted grayscale has 20 grades, each 
of which differs in intensity by 1/3EV relative to its 
predecessor. 

 
Fig. 7 Normalized Danes-Picta Q14 Gray Scale standard 

for the measurement of tonal range 

The standard presented in Fig. 7 was evenly illumi-
nated with continuous light studio lamps positioned in 
a way that eliminates reflection. Next, using each of 
the test cameras, a series of photographs of various 
expositions was taken in such a way that the brightest 
of them was overexposed and the darkest one clearly 
underexposed. When taking the photographs, the ex-
posure time was manipulated, which is directly related 
to EV and characterized by precision and repeatability 
in establishing the value. The test pattern lay minimally 
beyond the focus plane in order to reduce the impact 
of noise coming from the pattern’s texture. The ISO 
in the camera was set to a negative value. In order to 
obtain the most reliable results, RAW files were rec-
orded with the greatest possible bit depth for each of 
the cameras. The gathered files with the results were 
converted into a TIFF file, where each channel was 
saved in 16 bits. The images were analyzed with the 
use of the ‘Stepchart’ module of the Imatest program. 
The determination of the tonal range was based on the 
quality criterion, where the signal noise ratio (SNR) re-
lated to the scene is greater than the minimum value 
related to the image. The greater the SNR (lower noise 
level) in a given region, the better the image quality. It 
was assumed that particular SNR values correspond to 
the quality in a way presented in Tab. 4. 

Tab. 4 SNR in the context of image quality 
SNR = 10 high quality (20dB) 
SNR = 4 medium-high quality 

(12dB) 
SNR = 2 medium quality (6dB) 
SNR = 1 low quality (0dB) 

 Measurement results and comparative 
analysis 

The first area indicated in the study outline was the 
verification of the optical correctness of sets (camera, 

adapter, lens) when applied in the recording of a ste-
reoscopic 180˚ image. None of the examined sets had 
measurable backlash or changed its optical parameters 
upon displacement (horizontally, vertically) and the 
setting of the lens parameters (does not apply to set 
4). All of them enabled proper focusing. In the first 
and second sets, active adapters were used, which ef-
fectively mediated between the lens and the camera, 
explaining commands and lens parameters, i.e. the pa-
rameters of aperture, focus, and the workings of the 
focus mechanism. In the remaining sets, the lenses do 
not have electronic elements. In the Fujinon lens, the 
focus is set with an Allen key, while in the Sunex one, 
with a nut. Additionally, Fujinon enables the selection 
of the focal length by means of a ring integrated with 
the lens. In set 4 (Pixelink + Sunex), discrepancies in 
positioning and image circle size between particular 
pieces of cameras and lenses were observed. Due to 
small image circle sizes (around 8 mm), the differences 
are negligible (as in sets 1 and 2). All discrepancies can 
be corrected at the stage of image processing through 
the calibration of the camera-lens pair with the values 
of the frame centre and the image circle size. None of 
the noted deviations reduced the image resolution or 
the lens angle of view below the data values listed in 
the section 2. The measurement results are following. 

Canon 8-15 Lens is characterized by a high resolv-
ing power, whose maximum is achieved at an aperture 
of F/4. The choice of the aperture has a marginal im-
pact on the chromatic aberration, which is negligible. 
In order to record a 180◦ image, an 8 mm focal length 
should be used. 

Fujinon Lens the results of the test conducted 
within the second area of the study showed a high 
chromatic aberration for values F/1.8 and F/2. The 
resolving power did not yet achieve its maximum in 
this range, either. If lighting conditions permit, it is ad-
visable to use apertures of F/2.8 and larger. 

Sunex Lens does not have variable focal length or 
aperture. The correction of the middle of the image 
circle and its size is at the processing stage. 

Sony Alpha 7 III Camera in HDMI preview mode 
(image not recorded to local data carrier) it is recom-
mended to set the resolution to 4096×2160 pixel. Tak-
ing into account the image circle size that covers the 
whole length of the matrix height, the optimal resolu-
tion for further processing is 2160×2160 pixel, which 
retains the 1:1 ratio. 

Panasonic Lumix GH5S Camera it is advisable to 
set the 4096×2160 pixel resolution and 59.94 frames 
per second. An anamorphic mode with an aspect ratio 
of 4:3, a resolution of 3328×2496, and 59.94 frames 
per second is also available. 

Pixelink Camera enables free choice of resolution 
and frame rate. The maximum available resolution is 
2448×2048 pixel with 60.8 frames per second. When 
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working with the Sunex lens (Set 4) on image capture, 
the correction of the possible image circle centre and 
the adjustment of resolution should be taken into ac-
count. For the Fujinon lens (Set 5), the recommended 
resolution while taking into account the image circle is 
1900×1900 px. 

The second study area was the analysis of image 
defects and their correction. In this area, the measure-
ment of deviation from the F-theta model and the ex-
amination of the field of view angle of the lens were 
conducted. Moreover, the resolving power (MTF50) 
and the lateral chromatic aberration were verified. 

The deviation from the F-theta model was meas-
ured for each camera set. The maximum deviation did 
not exceed 18% in any of them. A summary of the 
measurement results obtained is presented in Fig. 8. 

 
Fig. 8 Comparison of the F-theta parameter for camera sets 

The difference in the obtained results between sets 
I and II (both involve the Canon 8-15 lens) is caused 
by the impact of the adapter with an additional optical 
element, which introduced additional distortion. The 
Fujinon lens was tested twice, in combination with the 
GH5S and Pixelink cameras. The difference between 
the results was equal to 1%, which can be considered 

a measurement error. 
The measurement of the resolving power MTF50 

was carried out for all five camera sets in the lp/mm 
and LW/PH units. The comparison of the resolving 
power of such different lenses and cameras working 
with them requires additional analysis. The value of 
MTF50 expressed in lp/mm is a measure of the num-
ber of lines possible to be drawn per matrix millimetre. 
Its use, as a measure of the quality of a camera set, is 
justified in the case of tests involving systems with 
sensors of identical size and comparable coverage. Us-
ing the obtained data, further analysis encompassing 
matrix sizes and priorly calculated percentage image 
circle coverage was conducted. A decision was made 
to abandon the classical definition of resolving power 
as the number of lines per unit length, replacing it with 
a dimensionless quantity specifying the capacity for 
the reproduction of details on the entire matrix sur-
face. The obtained result multiplied by the percentage 
coverage enables the comparison of sets. Further cal-
culations were performed with the simplification that 
the percentage decrease in the value of MTF together 
with the increase in the distance from the frame centre 
in particular sets is on the same level. Knowing the 
obtained results of LW/PH (the maximum number of 
lines possible to be reproduced on the image’s vertical 
axis) and each camera’s matrix size (Tab. 5), LW/PV 
was calculated (the maximum number of lines possible 
to be reproduced on the image horizontal axis). 

The capacity for the reproduction of details (a di-
mensionless unit) was calculated using the formula: 
MTF50max[LW / PH] × MTF50max[LW / PV] × 
Percentage Coverage  

The results are summarized in Tab. 5, the value for 
A7III + C8-15 was taken as 100%.

Tab. 5 Capacity for detail reproduction of particular sets 

Set 
Maximum 
[LW/PH] 

Maximum 
[LW/PV] 

Coverage 
[%] 

Capacity for 
detail 

reproduction 

Capacity for detail 
reproduction % 

relative to  
A7III + C8-15 

A7III + C 8-15 (8 mm) 2458 3664.7 50% 4.51E + 06 100% 

GH5s +C 8-15 (8 mm) 1522 2025.4 81% 2.49E + 06 55% 

GH5S + Fujinon 1979 2633 28% 1.45E + 06 32% 

Pixelink + Sunex 1075 1433.3 71% 1.09E + 06 24% 

Pixelink + Fujinon 968 1290.6 91% 1.14E + 06 25% 
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Fig. 9 presents the summary of the amount of de-
tail possible to be reproduced by particular sets. The 
obtained results point clearly to the A7III + C8-15 set 
as capable of recoding the greatest amount of detail 
(information) in an image. The GH5s + C8-15 set 
reached the value of 55% compared to the first one. It 
is a very satisfying value taking into account an almost 
four times smaller matrix size of the GH5S camera. 
What contributed to this was greater coverage (81%) 
than in the first set as well as the enhancement of re-
solving power per millimetre. Both these values were 
obtained thanks to the use of the Metabones ×0.64 
adapter. It adjusted the image circle size to the GH5S 
matrix and increased the MTF in line with the manu-
facturer’s declarations. The comparison of the first 
and second sets in terms of the MTF50 value is pre-
sented in Fig. 10. 

 

Fig. 9 Summary of the amount of detail possible to be 
reproduced by a given set 

 

Fig. 10 Comparison of the MTF50 value for the first and 
second set 

An analogous summary was made for the  
Pixelink + Fujinon and GH5s + Fujinon sets. The lens 
in both cameras was fixed without the use of addi-
tional optical elements. It enabled direct comparison 
of the MTF parameter in the lp/mm unit.  

Both graphs (Fig. 11) are marked by a similar pat-
tern. The average difference between the GH5S + Fu-
jinon set and the Pixelink + Fujinon one was equal to 
13% in favour of the former. It results from the use 
of different cameras, whose matrices have pixels of 

different sizes, as well as possibly differing RAW file 
demosaicing algorithms.  

Measurement results of the lateral chromatic aber-
ration are presented in Fig. 12. The A7III + C 8-15 set 
is marked by an aberration of approximately 0.05%, 
thus practically negligible. 

Fig. 12 depicts a graph with the summary of the 
results for all tested sets. The Canon 8-15 and Fujinon 
lenses were examined twice, with different camera and 
adapter models. Regarding the Fujinon lens, it was 
predicted that the aberrations measured in different 
sets would have similar intensities and patterns, while 
with Canon 8-15, a slight increase in aberration was 
expected due to the use of the adapter with an addi-
tional optical element. In practice, the results obtained 
with the use of the GH5S camera diverge strongly 
from the expected values and are (about 2 to 3 times) 
greater than the analogous ones obtained for the re-
maining cameras (Fig. 13-14). The divergence is 
caused by the use of different RAW editing software 
(Adobe Camera Raw), which, despite fixed settings, 
probably interfered in particular image colours. The 
impact of the demosaicing algorithm cannot be elimi-
nated, either. The divergence can be influenced by a 
different size of a single pixel of a camera matrix, yet 
this cannot account for such big discrepancies. 

 

Fig. 11 Comparison of the MTF50 value for the third and 
fifth set 

 

Fig. 12 Measured chromatic aberration for camera sets 
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Fig. 13 Comparison of chromatic aberration of  
Set 1 and Set 2 

 

Fig. 14 Comparison of chromatic aberration for the Fujinon 
lens as well as the GH5s and Pixelink cameras 

The third study area was aimed at the determina-
tion of the maximum optical resolution as well as 
achievable image parameters in various lighting and 
environmental conditions. Within this area, the inves-
tigation of the tonal range was conducted. For each 
camera, the tonal range was measured for four SNR 
values. The final result was taken as the one for 
SNR=1(0db) as compliant with the ISO 15739:20134 
standard. The obtained results are included in Fig. 15. 

 

Fig. 15 Tonal range of cameras relative to SNR 

The greatest tonal range 15EV was obtained for 
the A7III camera with SNR=4. The measurement for 
SNR=1 failed, since below a certain exposure level on 
the test pattern, the value of pixel intensity for ever 
lower values of test fields did not fall, and the noise 
remained at a constant level. It is probably the effect 
of the limitations of the measurement method (multi-
ple exposure of reflection pattern) for measuring wide 
tonal ranges. Presumably, the use of a method based 
on a transmission pattern would enable more accurate 
measurement. Using the results obtained for the re-
maining values, the approximation by a polynomial of 
degree 6 (the black line on the graph above). For 
SNR=1, the approximated value is close to 15EV. For 
the highest quality (SNR=10), A7III reaches 12.4EV, 
which is a very good result. For the GH5s and Pixelink 
cameras, the measurement for all SNR values was per-
formed successfully. Their tonal range equalled over 
12EV for SNR=1. In the highest quality (SNR=10), 
both cameras reached about 7EV, which is a satisfac-
tory result. All cameras reached the tonal range of not 
less than 12EV. The best result was achieved by Sony 
A7III-15EV. The high value of this parameter predes-
tines this camera for its use in both poor and very di-
verse lighting conditions. The Pixelink and Panasonic 
Lumix GH5S cameras are characterized by the range 
at the level of 12EV. 

 Example of the application in 
manufacturing system for the facilitation 
of video surveillance at work stands 

Vision systems for virtual reality have wide appli-
cations not only in the entertainment industry, provid-
ing the viewer with the realistic transmission of such 
events as matches or concerts, but also in professional 
fields. There is a wide application area related to train-
ing, especially concerning work stands, where an error 
may bring about negative consequences for the health 
and life of the worker, as well as in the medical sector, 
where there is a restrictive limit on the number of per-
sons admitted to the operating theatre for training 
purposes. VR system enables realistic transmission of 
an operation and facilitates various configurations of 
viewing angles and visualized areas depending on the 
needs of the people taking part in the training (specific 
issues depending on the specialization of the trained 
staff). VR vision systems are also very popular in in-
dustry. The vision system presented in the paper was 
designed for use in an intelligent assistance system of 
video surveillance and the detection of adverse events 
in production halls. Fig. 16 presents a schematic over-
view of the suggested solution. 
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Fig. 16 Intelligent video surveillance system in a production hall 

It is assumed that key areas such as operators’ 
workstations or places on the production line requir-
ing special surveillance will be filmed by means of ap-
propriately calibrated sets for stereoscopic video. The 
camera set will be placed on a specially designed ring 
together with a device for capturing and transmitting 
video stream (DfCT). DfCT is an element of so-called 
edge computing enabling compression, correction in 
near real-time as well as storage and selective access to 
chosen video stream data. It enables an increase in the 
effectiveness and safety of the VR system as well as a 
reduction in the costs of disk space for data storage. 
The person responsible for video surveillance and 
equipped with VR glasses has a view of particular areas 
with the immersion effect, i.a. being present at the 
scene. In order to facilitate work, the system’s algo-
rithms identify undesirable movements or events and 
display a magnified image of the place that the alert 
concerns. It enables a very precise assessment of 
events and irregularities and their impact on the entire 
manufacturing process and also causes. The identifi-
cation of factors that generate interference in the man-
ufacturing process at the time of its occurrence con-
stitutes an extremely valuable piece of information 
later used to redesign the process making it resistant 
to interference and hence more effective. It also con-
cerns issues related to designing work stands and work 
optimization. The use of such a video surveillance sys-
tem will be especially significant during a third shift, 

which is usually subject to less strict supervision pro-
cedures owing to a lower number of management 
staff. Lower effectiveness and a higher number of er-
rors reported at this time also result from a lower level 
of human concentration. This issue could be analyzed 
in detail thanks to data obtained via a monitoring cen-
tre equipped with a VR system. The macro scale pro-
duction system monitoring in this way is an innovative 
application possibility which has not been found in 
any literature so far. Most of the studies focus on mon-
itoring manufacturing process in micro approach us-
ing digital twin or other algorithms specialised for the 
quality defects detection of particular manufactured 
elements wheras the security issues and safety are still 
to be covered especially with the growing trends of 
minimizing staff present in the production halls, espe-
cially during nights shifts but not exclusively.  

The VR system designed, verified and tested could 
also serve as a training system in the fields where 
production process is especially dangerous for 
unqualified staff. In this case, the preliminary exercise 
in Virtual Reality would add to the safety and 
confidence of the operators trained later on in the real 
workstation. An example of this application can be a 
production line where the aluminium alloy is 
transported from the bigger furnaces to the smaller 
ones and then further to the production line. The 
temperature of the feedstock after getting out of the 
device reaches the temperature between 500-700  
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Celsius degrees centigrade.It has to be culled from the 
device in portions weighted 500 kg and transported to 
the next phase of the process realized on the three 
lines with 16 smaller furnaces at each of them. These 
devices have dispensers which administer doses of the 
alloy to the injection moulding machines where the 
subsequent steps of processing are made. For efficient 
realization of the process, there is a need for at least 
twenty well trained, experienced operators. It is ex-
tremely important for this part of the production line 
to strictly stick to all the instructions and safety proce-
dures since the raw material is very hot and even small 
mistakes may result in deadly injury. The part of the 
job associated with manoeuvring the ladle to fill it up 
and then transport and pour the content to the smaller 
heating device needs special attention. The newly 
hired staff for this job gets training for both the theo-
retical and the practical skills needed. It is done with 
participation of well experienced operators who share 
information about the movements that require special 
attention and focus. Even though all the risks and dan-
gers are carefully discussed and the safe work methods 
are presented, the management still observes inade-
quacies which carry a potential danger for the health 
of the staff. It is especially frequent with operators 
who work shorter than four months. Applying a new 
training system based on VR technology would enable 
more effective learning and reduce the costs of super-
vising the new staff. Using VR technology and stereo-
scopic view gives much more possibilities of confront-
ing trainees with different situations reliably simulated 
in a safe way in comparison to standard video  
recording. 

 Summary and conclusion 

The study conducted answers to the formulated 
problem of the view ankle and image quality. It shows 
that it is possible to build an effective video system for 
virtual reality on the basis of devices selected for re-
search. The best test results were obtained for the first 
set: Sony A7 III (ILCE–7M3) + Metabones MBEF-
E-BT5 adapter without optics + Canon EF 8-15mm 
f/4L Fisheye USM. It is predestined for being used in 
subsequent works on the development of a video sur-
veillance system for adverse events/movements in 
production halls. The mechanical connection of the 
adapter had no backlash and was suitable for easy as-
sembly and dismantling with both the camera and 
adapter. No impact of the use of an adapter on the 
image quality was found. Electrical functions, such as 
the settings of aperture and autofocus parameters, 
worked flawlessly. The adapter showed proper bidi-
rectional communication with the camera, which was 
confirmed by the right reading of the fixed focal 
length of the lens. An additional advantage of the 

adapter is a camera screw jack ¼ ′′ enabling easy at-
tachment to a tripod in a place close to the set’s centre 
of gravity. The greatest error relative to F-theta was 
equal to 6% for angles 86 and 87.5◦. Regarding the op-
tical resolution, the obtained results are the highest for 
the focal length of 8 mm, and the lowest for 12 mm. 
The highest result was equal to 51.7 lp/mm, which 
translates into 2458 LW/PH (for 8 mm and f/4.5). 
The maximum for 8 mm is beneficial since this focal 
length offers a viewing angle of 180◦ used in semi-
spherical images. The level of monochromatic aberra-
tion was very low, which indicates a high quality of the 
lens under study. In all the examined combinations, 
the aberration level is lower than 0.06. The depend-
ence of aberration on focal length is visible, while the 
impact of the aperture is negligible. The obtained re-
sults are consistent with the subjective observations of 
the generated photographs – the aberration is visible 
only under high magnification. This brings the conclu-
sion that the verified set of equipment (cam-
era+adapter+lens) with addition of the special edge 
device equipped with the algorithms for image pro-
cessing, correction and compressing provides a very 
reliable base for building new systems of operator's 
training and monitoring of the manufacturing stations 
and entire hall. Both concepts of implementing the 
multi-camera motion capture and processing system 
have a better potential for effective practical use due 
to the results shown in the study. The system evalu-
ated with the best results provides better immersion 
effect and precision due to the wide angle with the 
smaller need for the image transposition and comple-
tion on the edges of the view area. This is especially 
important in a monitioring system where the VR 
viewer will got to the details of the undesirable move-
ments or events taking place in the production plant. 
It is also important for the training system proposed 
since it requires precise vision of the entire working 
area. It is very probable that this set has numerous 
other applications in the VR systems developed and 
implemented in the manufacturing systems especially 
those under transformation process towards Industry 
4.0 and 5.0. The latter underlines importance of safety 
and comfort of the human being while cooperating 
with higly automated and robotized manufacturing 
environment.  
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